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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

A 5G network is more complex than previous generations of mobile networks, which means that the need for automation is higher for 5G. 

This study is evaluating SON functions in previous generations of mobile networks and is studying new SON functions, both for RAN and the core network.
1
Scope

The present document comprises management use cases, potential requirements and potential solutions of SON for 5G mobile networks.
2
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3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

<defined term>: <definition>.
3.2
Symbols

For the purposes of the present document, the following symbols apply:

<symbol>
<Explanation>
3.3
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

AAS
Active Antenna System

ANR
Automatic Neighbour Relation

CCO
Capacity and Coverage Optimization

LB
Load Balancing

MRO
Mobility Robustness Optimisation

NR
NR Radio Access 

NSI
Network Slice Instance

NSSI
Network Slice Subnet Instance

OAM
Operation, Administration and Maintenance

OPEX
Operating Expenditure

PCI
Physical Cell Identifier

PM
Performance Management

RLF
Radio Link Failure
4
Concept and background
4.1
SON concepts

4.1.1
Introduction

Based on the location of the SON algorithm, SON is categorized into centralized SON, distributed SON and hybrid SON.

The SON algorithm is not standardized by 3GPP.
4.1.2
Centralized SON

The centralized SON (C-SON) means the SON algorithm is located in the 3GPP management system. The centralized SON concept has been defined for LTE in TS 32.500 [2].

For centralized SON, the 3GPP management system monitors the networks via management data (see NOTE 1), analyzes the management data (i.e., by management data analytics), makes decisions on the SON actions, and executes the SON actions towards the networks.

NOTE 1: the management data may vary for different the SON cases. For example, for automated creation of NSI, NSSI and/or NFs related cases, the management data may be SLA requirements received from service management layer; for automated optimization related cases, the management data may be performance measurements of the networks; for automated healing related cases, the management data may be alarm information of the networks. The management data is to be specified case by case.

The monitoring, analysis, decision and execution process also applies to monitoring the result of already executed SON actions, evaluating the results (by analyzing the historical and current management data), making decisions on new SON actions (which may move forward or backward of the prior actions), and the executing the new SON actions.
As presented at the Figure 4.1.2-1, 3GPP management system is monitoring and executes SON actions in and across multiple network domains such as RAN and Core. 

Editor’s NOTE: Whether the 3GPP management system component monitors and executes SON actions in the Transport Network domain is FFS. 
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Figure 4.1.2-1 C-SON view 
Editor’s NOTE: Whether to align with the Figure 4.3.2.1 of draft TR 28.805 is FFS.

4.1.3
Distributed SON

The distributed SON means the SON algorithm is located in the NFs. The distributed SON concept has been defined for LTE in TS 32.500 [2].

For distributed SON (D-SON), the NFs monitors the network events, analyzes the network data, makes decisions on the SON actions and executes the SON actions in the network nodes.

The 3GPP management system is responsible for management and control of the D-SON functions. The management and control may include switching on/off a D-SON function, making policies for a D-SON function, providing supplementary information (e.g., the value range of an attribute) to a D-SON function, and/or evaluating the performance of a D-SON function.
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Figure 4.1.3-1 D-SON view 

Editor’s NOTE: Whether to align with the Figure 4.3.2.1 of draft TR 28.805 is FFS.
4.1.4
Hybrid SON

The hybrid SON (H-SON) means the SON algorithm is partially located in the 3GPP management system and partially located in the NFs. The hybrid SON concept has been defined for LTE in TS 32.500 [2].

The 3GPP management system and NFs work together, in a coordinated manner, to build up a complete SON algorithm. The decisions on SON actions may be either made by 3GPP management system or NFs, depending on the specific cases.
As presented at the Figure 4.1.4-1, the centralized SON component is monitoring and executes SON actions in and across multiple network domains such as RAN and Core. 

Editor’s NOTE: Whether the centralized SON component monitors and executes actions in the Transport Network domain is FFS. 
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Figure 4.1.4-1 H-SON view
Editor’s NOTE: Whether to align with the Figure 4.3.2.1 of draft TR 28.805 is FFS.
4.1.5
Management Data Analytics Service and SON functions

Management data analytics for 5G networks have already been defined in [15] and also by other specifications including [16] and [17]. It utilizes both management and network data collected through management services and from network functions (including e.g. service, slicing and/or network functions related data) and makes the corresponding analytics based on the collected information. These analytics services (i.e., MDAS) can be made available and consumed by other management and SON functions. Figure 4.1.5-1 gives a high level illustration of potential interaction and utilisation of the MDAS. 
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Figure 4.1.5-1 Management Data Analytics Service and SON functions

It is therefore important that the following concept is observed and considered for the development of use cases and requirements, i.e.
· SON functions may utilise the services provided by the management data analytics (i.e., MDAS) to conduct their functionalities and control actions.

Note: other potential interactions between the entities are not shown in the diagram in Figure 4.1.5-1 above.

4.2
Human intervention of SON

4.2.1
Introduction

The full automation of SON is desirable to maximally reduce the operating expenditure (OPEX) of the networks, and to achieve the fastest reaction to the network issues.
However, any improper SON action (e.g., modification of the networks) may cause significantly negative impact to the networks, for instance downgrade of the user experience. Therefore, the consumer (e.g., network operator) may need to build the confidence about the SON functions step by step before allowing the SON process to run fully autonomously, thus human intervention of the SON process needs to be allowed.

Based on whether the SON process is intervened by the consumer, the SON process is categorized to open loop process and closed loop process.

4.2.2
Open loop
The SON process with human intervention is the open loop process (see TS 32.500[2]). Therefore, the open loop SON process is semi- autonomous.

In the open loop SON process, the consumer (e.g., network operator) may pre-define some stop points and the SON process will stop at each pre-defined stop point. Based on the status of the SON process at each stop point, the consumer may decide to resume the SON process or cancel the SON process. The consumer may also make some adjustment to the networks, besides the resumption or cancellation of the SON process. 
4.2.3
Closed loop

The SON process without human intervention is the closed loop process (see TS 32.500[2]) and thus fully autonomous. Human intervention is only possible in case of exceptions. 
4.2.4
Open loop and closed loop transition

The consumer may need to transit a SON process from open loop to closed loop if sufficient confidence has been built; vice-versa, the consumer may transit a SON process from closed loop to open loop if the human intervention is required to gain more trust.
4.3
Legacy SON Functions

4.3.1
Self-establishment of 3GPP NF, including automated software management
For LTE, the self-establishment SON function has been defined for eNB in TS 32.501 [3].
This concept may be applicable to 5G: the 3GPP NF or its components (e.g., gNB-DU) including NG-RAN and 5GC NFs, is automatically established, when it is powered up and connects to the IP network. As a part of self-establishment, the 3GPP NF or its components is also automatically connected to the network and provided with initial configurations.

For 5G, some phases of the self-establishment (e.g. self-configuration, Multi-Vendor Plug and Play eNB connection to network) may be implemented in other types of 3GPP NFs (not only the Base Stations).

4.3.2
Automatic Neighbour Relation (ANR) management (including automatic X2 and Xn setup)

The neighbour relations, including intra-5G neighbour relations and inter-RAT neighbour relations, are automatically established by the gNB and the management system.
The ANR management concept defined for LTE in TS 32.511 [7] may be applicable to 5G.
For NG-RAN, the ANR functionality is specified in TS 38.300 [13], TS 38.331 [6] and TS 38.423 [11].The ANR management concept defined for LTE in TS 32.511 [7] may be applicable to 5G.
There is related study TR 37.816 [12].

Editor’s Note: Work on this functionality requires coordination with RAN groups.
4.3.3
PCI Configuration

The PCI is to be automatically assigned to an NR cell by the gNB DU and the management system.
The framework for PCI selection defined for LTE in TS 36.300 [8] (see clause 22.3.5) may be applicable to 5G.
There is related study TR 37.816 [12].

Editor’s Note: Work on this functionality requires coordination with RAN groups.
4.3.4
Automatic Radio Network Configuration Data Handling
The concept of automatic radio configuration data (ARCF) handing for eNB defined in TS 32.501[3], including ARCF data preparation, ARCF Data Transfer and ARCF Data Validation, may be applicable to 5G. Whether the detailed ARCF data for eNB can be applied for gNB needs to be revisited.
4.3.5
Load Balancing Optimization 

The objective of LB is to automatically distribute cell load evenly among cells or to transfer part of the traffic from congested cells, by means of optimizing the intra-RAT and inter-RAT mobility parameters.
The LB concept and mechanism defined for LTE in TS 28.628 [9] and TS 36.300 [8] may be applicable to 5G.
There is related study TR 37.816 [12].

Editor’s Note: Work on this functionality requires coordination with RAN groups.

Actions undertaken through the LB mechanism may have impact on the Virtual Network Functions’ and/or network slices’ load and resources. The LB mechanism defined for LTE with its uni-dimensional perspective on resources needs to be enhanced in 5G to address or account for such effects.
4.3.6
Inter-Cell Interference (Interference coordination)

Inter-cell interference coordination is to optimize use of radio resources to ensure that inter-cell interference is kept under control. ICIC mechanism defined for LTE in TS 36.300 [8] includes a frequency domain component and time domain component. ICIC is inherently a multi-cell RRM function that needs to take into account information (e.g. the resource usage status and traffic load situation) from multiple cells.

The ICIC concept defined for LTE in TS 36.300 [8] may be applicable to 5G.
4.3.7
RACH Optimization (Random Access Optimisation)

The RACH parameters, for example listed in the following, are optimized automatically to achieve a better performance for UE random access.

-
RACH configuration (resource unit allocation);

-
RACH preamble split;

-
RACH back-off parameter value;

-
RACH transmission power control parameters.

The RACH optimization concept defined for LTE in TS 36.300 [8] may be applicable to 5G.
There is related study TR 37.816 [12].

Editor’s Note: Work on this functionality requires coordination with RAN groups.
4.3.8
Centralized Capacity and Coverage Optimization

The CCO is to automatically optimize the coverage and capacity for radio networks, with the consideration of trade-off between them. The CCO concept was defined for LTE in TS 28.627 [18] with the targets and parameters to be optimized specified in TS 28.628 [9] and the NRM support in the TS 28.658 [19].

The concept may be applicable to 5G, however the functions specific to 5G radio technology (e.g., beam management) need to be taken into account.

4.3.9
Self-healing

The concept of Self-healing for LTE NE described in TS 32.541[14] may be applicable to 5G NE (including 5GC and NG-RAN NE).
Editor’s Note: whether there are additional features of self-healing for 5G is FFS.
4.3.10
SON coordination

Some SON functions eventually affect the same network parameters, thus these SON functions need to be coordinated to prevent or resolve the conflicts.

The SON coordination concept defined for LTE in TS 28.628 [9] may be also applicable to 5G, however the new 5G SON functions and the 5G specific network parameters affected by the 5G SON functions need to be taken into account.
The SON coordination (as defined for LTE) does not account for multiple network aspects e.g. virtualization or slicing. Functionality for multi-aspect views of the network requires new services to be defined.
4.3.11
SON for AAS-based Deployments

4.3.12
Trace and MDT

Trace and the reporting of Trace data as it refers to subscriber tracing and equipment tracing. Trace also includes the ability to trace all active calls in a cell or multiple cells. Trace records control signalling information for specified interfaces.

The trace function is specified in Rel-15 for NR.

MDT is collecting UE measurements either when the UE is in active or idle mode. Information can be collected either on individual basis or for UEs in a specified area.

The concept of MDT, defined in the TS 37.320 [21], may be applicable to 5G.
There is related study TR 37.816 [12].

Editor’s Note: Work on this functionality requires coordination with RAN groups.
4.3.13
Mobility Robustness Optimisation

The MRO is to automatically detect and solve the problems relate to the intra-5G and inter-RAT mobility, which include (but not limited to):

-
Too early handover;

-
Too late handover;

-
Handover to wrong cell;

-
Unnecessary handover;

-
Ping-pang handover.

The MRO concept and mechanism defined for LTE in TS 28.628 [9] and TS 36.300 [8] may be applicable to 5G.
There is related study TR 37.816 [12].

Editor’s Note: Work on this functionality requires coordination with RAN groups.
4.3.14
Energy Saving Management

4.3.14.1
General

There is related study TR 37.816 [12].

Editor’s Note: Work on this functionality requires coordination with RAN groups.

4.3.14.2
Intra-5G Energy Saving in 5G networks

For energy saving purpose, in an off-peak-traffic situation, some functions of an NR cell or a NF are powered-off or restricted in resource usage in other ways, whereas the cell or NF is still controllable, and the coverage or capacity of the energy saving cell or NF is taken over by other NR cells or NFs.

The intra-RAT Energy Saving scenarios defined for LTE in TS 32.551 [10] are is also applicable to 5G, with the consideration that the RAT is for 5G instead of LTE.

4.3.14.3
Inter-RAT Energy Saving

For energy saving purpose, in an off-peak-traffic situation, some functions of an NR cell or a NF are powered-off or restricted in resource usage in other ways, whereas the NR cell or NF is still controllable, and the coverage or capacity of the energy saving cell or NF is taken over by the cells or NFs of another RAT.

The inter-RAT Energy Saving scenarios defined for LTE in TS 32.551 [10] are is also applicable to 5G, with the consideration that the cell for energy saving is of 5G instead of LTE.
4.3.15
(Distributed) Capacity and Coverage Optimization
There is related study TR 37.816 [12].

Editor’s Note: Work on this functionality requires coordination with RAN groups
5
Use cases
5.1
NSI resource allocation optimization 

5.1.1
Goal

The goal is to enable the authorized consumer to optimize resource utilization performance of NSI.
5.1.2
Pre-conditions

- The NSI(s) have been deployed.
- The NSI management service producer is in operation.
5.1.3
Steps
1. (Optional) For shared NSIs, NSI management service provider may need to check policies and resource requirements of several services sharing the NSI.
2. Unless there are policies already determining configurations, SON service provider determines thresholds to trigger NSI optimization (e.g., scale in/out, configure policy), such as network traffic loading, a network resource usage percentage, and available bandwidth, based on policies and requirements of services using the NSI.  
3. SON function collects the performance data (related to the data volume, the number of registered UEs, the number of PDU sessions, UE behaviour statistics based on Charging Data Records information (TS 32.297 [20] ]), QoS parameter notifications and UE mobility event notifications from the 5GC … etc.), and utilizes the historical performance data to identify the traffic patterns for the NSIs, and predict the demand for network resources per every NSI for a given time and location. This information is analysed, for example, with assistance of the MDAS, and the information may include data from NSI constituents’ data analytics entities, such as NWDAF, e.g., regarding the load of some network functions. 
4. Based on analytics reports, current situation, and the performance optimization targets, the SON function adjusts the resource allocation (e.g. addition, reduction) for the NSIs.  If the NSI needs to be adjusted to optimize performance, e.g., configure policies, scale in or out resources, network slice management systems checks the feasibility of the change requirements and initiates the provisioning of changes
5. SON function continues monitoring NSIs to validate the actions being taken, and may perform additional adjustments if necessary. 
5.1.4
Post-conditions

The resource utilization for the NSI is optimized based on the indicated aspect.

5.2
Self-establishment of 3GPP NF, including automated software management
5.2.1
Goal
The new-installed NG-RAN node or 5G Core Network node to be configured in automated manner with no or minimal manual intervention. 

5.2.2
Pre-conditions
The NG-RAN or 5G Core Network node has been installed. The node has implementation of the self-configuration function. It is configured with initial OAM setup information e.g. local OAM IP address

The provider of the self-configuration service in the network is activated.

5.2.3
Steps

1. The network node is powered up. 

2. The network node may start the process of discovering self-configuration management services provided in the network.
3. When proper self-configuration service provider is discovered, the network node establishes connection with the service provider.
4. Mutual authentication and authorization is performed by the network node and the self-configuration service provider.
5. The network node requests configuration data from the self-configuration service provider and receives the data, which may include radio configuration data, connectivity data, etc.
6. The network node performs self-configuration procedure based on the received configuration data.
7. The network node establishes external interfaces to other network nodes and becomes operational.
5.3
Automatic Neighbour Relation (ANR) management (including automatic X2 and Xn setup)
5.4
Automatic Neighbour Relation (ANR) optimization
5.4.1
Goal

The goal is to optimize the Neighbour Relations configured at the NG-RAN node.

5.4.2
Pre-conditions

The NG-RAN and the provider(s) of the NG-RAN provisioning management service and NG-RAN PM service are deployed and active. 

The ANR optimization function is deployed and active. It is a consumer of NG-RAN provisioning management service and also it is subscribed to the PM measurements related to mobility and interference management. The measurements may include such performance indicators as statistics of failed / dropped RRC connections, handover failures etc.

5.4.3
Steps 

1. The ANR optimization function is monitoring the performance (e.g. failed / dropped RRC connections, handover failures etc) of the cells managed by the provider(s) of NG-RAN Provisioning and PM management services.

2. If the ANR optimization function detects performance degradation in some cells, the ANR optimization function may monitor the statistics of UE measurement results that can be generated from the MeasResultListNR (see clause 6.3.2 in TS 38.331 [6]) for intra-RAT neighbour relations, or MeasResultListEUTRA (see clause 6.3.2 in TS 38.331 [6]) for inter-RAT neighbour relations, and determine the actions to create, modify, or delete neighbour relations in such cells and/or in some of neighbor cells and continues monitoring the PM measurements. 

3. If the network performance does not recover, the ANR optimization function reverts the modifications made in the Step 2. 

4. Return to the Step 1.

This Use Case ends when the NG-RAN cells are taken out of service or when the ANR optimization function is stopped.

5.5
PCI Configuration

5.5.1
Introduction

Each gNB is assigned a PCI (Physical-layer Cell ID) that is broadcast in PSS (Primary Synchronization signal) and SSS (Secondary Synchronization signal). When an UE receives PSS and SSS to acquire time and frequency synchronization, it also obtains the PCI that is used to uniquely identify an NR cell. There are 1008 unique PCIs (see clause 7.4.2 in TS 38.211 [x]). Therefore, PCIs need to be reused, as massive number of NR cells and small cells operating in millimetre wave bands are deployed. Typically, operators use network planning tool to assign PCIs to cells when the network is deployed to insure all neighbouring cells have different PCIs. However, due to the addition of new cells or changes of neighbour relations from ANR functions, problems can arise, such as:

- PCI collision: Two neighbouring cells have the same PCIs;
- PCI confusion: A cell has 2 neighbouring cells with the same PCI value, where Cell #A has PCI that is different from the PCIs of its two neighbours – Cell #B and Cell #C, but Cell #B and Cell #C have the same PCI. PCI confusion can impact the handover performance as UEs are confused with which cell they should handover to.
The goal is to configure the PCIs of NR cells which are newly deployed and to re-configure the PCIs of NR cells which endure the problem of PCI confliction or PCI confusion.
5.5.2
Pre-conditions

The NG-RAN is deployed and active, besides, the provider(s) of NG-RAN provisioning management service or NG-RAN fault management service is deployed and active.

The PCI optimization function (located in 3GPP management system) is deployed and activated. It is a consumer of NG-RAN provisioning management service or NG-RAN fault management services related to PCI confliction or confusion. 

5.5.3
Steps 

1.  The PCI optimiztion function monitors and collects the PCI related data (e.g. the measurements related to measurement report, such as physCellId, MeasQuantityResults, which are generated from the MeasResultNR (see clause 6.3.2 in TS 38.331 [6])) reported by NG-RAN. 

2.  PCI optimization function analyzes the PCI related information to detect new deployed NG-RAN or PCI confliction or confusion of the NR cells.

3. The PCI optimization function consumes NG-RAN provisioning service to configure a specific PCI value or a list values for each newly deployed NR cell or re-configure a PCI value or a list values for the NG-RAN cell which is in the problem of PCI confliction or confusion.

4.  NG-RAN performs PCI selection according to the configured specific PCI or list of PCIs.
5.  If the newly deployed NR-RAN cell is not correctly configured or PCI confliction or confusion is not resolved, the PCI configuration function reverts to Step 3. 

This Use Case ends when the new deployed NG-RAN cells are configured successfully or the NG-RAN cells are taken out of service or when the PCI optimization function is stopped.

5.5.4
Post-conditions

The PCIs for the NR cells have been configured or corrected.
5.6
Automatic Radio Network Configuration Data Handling
The use case for automatic radio network configuration data handling described in clause 6.4.1.1 in TS 32.501 [3] can be applicable to 5G. 

The description of use case needs to be revisited to align with the service based management architecture.
5.7
Load Balancing Optimization 

5.8
Inter-Cell Interference (Interference coordination)

5.9
RACH Optimization (Random Access Optimisation)

5.9.1
Introduction
A poorly configured RACH (Random Access Channel) may increase the time it takes for an UE to access the network, and may increase the accesses failures that can impact call setup performance. RACH optimization is to automatically configure the RACH parameters in a cell in order to achieve the optimal network performance by reducing the network access time, and minimize the failures.
5.9.2
Pre-conditions

5G NR cells are in operation.

RACH management and control function is in operation.
RACH optimization function is active.
5.9.3
Description

RACH optimization function is running to optimize the RACH performance by adjusting RACH parameters, such as RACH-ConfigCommon properties specified in the TS 38.331clause 6.3.2 [6] automatically.
The RACH management and control function sets the targets for RACH optimization function, and collects the following performance measurements to monitor the RACH performance:  
- 
Distribution of the number of preamble UEs sent to achieve synchronization, where the number of preamble sent corresponds to PREAMBLE_TRANSMISSION_COUNTER (see clause 5.1.1 in TS 38.321 [5]) in UE. 
- 
Distribution of the time needed for UEs to achieve synchronization;
Editor’s note: it is FFS how the above measurements performed by the UE are delivered to the network side.
NOTE: These performance measurements should be reported in the most timely manner to monitor the RACH performance.
The RACH management and control function analyses the measurements, and may perform one of the following actions, if the RACH performance does not meet the target: 

1.  Update the targets for RACH optimization function;

Editor’s note: Definitions or examples of the RACH optimization targets are FFS.
2.  Update the ranges of RACH parameters for NR cells;

3.  Disable RACH optimization function, and configure the RACH parameters for the NR cells with values deemed to improve RACH performance. 
The RACH management and control function should not configure the RACH parameters when the RACH optimization function is active.
5.9.4
Post-conditions

The RACH performance in NR cells is optimized.
5.10
Centralized Capacity and Coverage Optimization

5.10.1
Goal

The goal is NG-RAN coverage and capacity optimization for NR cells.

5.10.2
Pre-conditions

NG-RAN in certain geographic area is active, managed by the provider(s) of the NG-RAN provisioning management service and the PM service. 

The CCO SON function is active and consumes the NG-RAN and 5GC provisioning management services and the PM services, provided by the corresponding providers. 

The measurements received by the CCO function may include indicators of network performance, which may include indications of bad coverage such as of RSRP and RSRQ statistics, RLFs, failed / dropped RRC connections, handover failures etc. Additional information sources can be taken into account, such as MDT (UE level trace) and information carried in the CDRs.

5.10.3
Steps

1. The CCO function is monitoring the performance indicators of the NG-RAN cells, certain areas or beams within the cells, and may monitor 5GC for example CDRs of such events as voice call drops, by collecting performance measurements, such as RSRP, RSRQ, SINR, and RLF measurements for cells and beams within the cell (see clause 6.3.2 in TS 38.331 [6]).

2. If the CCO function detects coverage hole or capacity (performance) degradation in some cells, certain areas or beams within the cell, by analysing measurements, such as RSRP, RSRQ, SINR, and RLF measurements of DL SSB beams.

Some examples of degradation criteria are too low signal strength, low success rate for RRC connection attempts, for random access attempts etc.

3. The CCO function determines the actions needed to improve the coverage and/or capacity of cell and areas within the cell.
4. The CCO function modifies the configuration parameters in the cell and/or in one or several neighbor cells or configuration of the 5GC, such as PCF policies to reduce the load, and continues monitoring the PM measurements. 

5. If the network performance does not recover, the CCO function adjusts the modifications made in the Step 2. 

6. Return to the Step 1.

This Use Case ends when the monitored cells are taken out of service or when the CCO function is stopped.

5.11
Self-healing

The use cases of Self Recovery of NE Software, Self-healing of board faults and Self-healing of Cell Outage described in TS 32.541 [14] can be applied for 5G NE.The description of use case needs to be revisited to align with the service based management architecture.
Editor’s Note: whether there are additional use cases of self-healing for 5G is FFS.
5.12
SON coordination

5.13
Multi-vendor Plug and Play of NFs

Use case of multi-vendor plug and connect eNB to network defined in clause 6.4.3 in TS 32. 501[3] can be applicable for non-virtualized NF in 5G network.

Use case of managing EM IP address provided to instantiated VNF using MVPNP defined in clause 6.4.3 in TS 28.525[4] can be applicable for VNF in 5G network.

The description of use case needs to be revisited to align with the service based management architecture.
5.14
SON for AAS-based Deployments

5.15
Trace and MDT

5.16
Mobility Robustness Optimisation

5.16.1
Introduction
5G NR cells may experience issues, such as too early or too late handover, handover to wrong cell, ping-pong handover, that not only impact user experience, but also waste network resources, if handover parameters are not set properly. Mobility Robustness Optimisation (MRO) is intended to automatically configure the handover parameters in cells in order to improve the handover performance.  
5.16.2
Pre-conditions

5G NR cells are in operation.

MRO management and control function is in operation.
MRO function is active.
5.16.3
Description

MRO function is running to optimize the handover performance by adjusting handover parameters automatically.
The MRO management and control function sets the ranges of the NR and EUTRAN handover parameters and the targets for the MRO function, and collects handover related measurements and radio link failure (see clause 5.3.10 in TS 38.331 [6]) reports to monitor the handover performance:  
The MRO management and control function analyses the measurements and radio link failure reports, and may perform one of the following actions, if the handover performance does not meet the target: 

1.  Update the targets for MRO function;

2.  Update the ranges of handover parameters for the NR neighbour relations and EUTRAN neighbour relations;

3.  Disable MRO function, and configure the handover parameters (see clause 5.5.4 in TS 38.331 [6]) for NR neighbour relations with values deemed to improve handover performance.

Note: The MRO management and control function should not configure the handover parameters when the MRO function is active.
5.16.4
Post-conditions

The handover performance in and across NR and EUTRAN neighbour relations is optimized.
5.17
Energy Saving Management
5.18
Automatic NSI creation
5.18.1
Introduction
Network slicing in 5G provides mobile operators opportunities and flexibility to create services tailored for various customers on demand. Automatic NSI creation enables operators to create the NSI that contains 5G CN NF, gNB CU, and gNB DU automatically, based on the requirements given by the customers.  
5.18.2
Pre-conditions

NG RAN and 5GC are in operation.

5.18.3
Description

The service producer of automatic NSI creation receives the network slice related requirements to support communication services from an authorized consumer.

The service producer of automatic NSI creation analyses requirements to determine the NSSIs, network functions and resources needed to support the requirements.

The service producer of automatic NSI creation creates an NSI, which may include the instantiation of new network functions, configuration of existing NF, and interworking with transport management system to allocate the transport resources if needed.

5.18.4
Post-conditions

The NSI is created.
5.19
Optimization of the quality of communication services 

5.19.1
Goal

The goal is to enable service quality optimization. For example, the goal can be to minimize average latency on the communication services provided to the URLLC category of services.
5.19.2
Pre-conditions

A set of communication services is provided by the network to certain group (category) of the UEs. The services may be provided with relation to certain NSI(s).

The following functions are deployed and active:

· NG-RAN, 5GC

· The providers of the NG-RAN and 5GC provisioning and Performance assurance MnS for the NG-RAN and 5GC nodes, which are essential for the quality of the set of services. 

· The providers of the NSI / NSSI provisioning and Performance assurance MnS for the relevant NSI(s) / NSSI(s) (if there are any), which are essential for the quality of the set of  services received by the group (category) of the UEs;

· Network management system consuming above services; this function is aware of the performance requirements imposed on the set of services.

For example, for the URLLC latency optimization, the latency components can be measured by the involved network nodes and processed to compute the average end-to-end latency.
5.19.3
Steps
1. The service optimization function is collecting the performance data and monitoring the performance indicators related to the targeted services.
For example, for the URLLC latency optimization, the management system may collect the latency components contributed by the involved network nodes and communication links measured by the involved network nodes; these components are processed to compute the average end-to-end latency.
2. If the  service optimization function detects performance degradation, it modifies the configuration parameters in the corresponding NG-RAN and 5GC nodes and NSI(s)/NSSI(s), using the NG-RAN, 5GC, and NSI(s)/NSSI(s) (if relevant) provisioning services, and continues monitoring the performance. 

3. If the network performance does not recover, the service optimization function adjusts the modifications made in the Step 2. 

4. Return to the Step 1.

This Use Case ends when the monitored services or network nodes or NSI(s)/NSSI(s) are taken out of service or when the service optimization is stopped.
5.20
Cross-slice network resource optimization 

5.20.1
Goal

The goal is to enable the authorized consumer to optimize the resource allocation across multiple NSIs of the total available physical and virtual resources. The resources associated with an NSI are those resources associated with NSSIs in 5GC and resources associated with NSSIs in NG-RAN.

5.20.2
Pre-conditions

- Multiple NSIs have been deployed.
- The NSI management service producer is in operation.
5.20.3
Steps
1. 
(Optional) For shared NSIs, the NSI management service provider may need to check policies, slice priorities and resource requirements of several services sharing the NSI.

2. 
Unless there are policies already determining configurations, the SON service provider determines thresholds to trigger network resource optimizations (e.g., increase or decrease NSI capacities like storage, computing, network bandwidth and radio resources), such as thresholds in network traffic loading, a network resource usage percentage, and available bandwidth, based on policies and requirements of services using the NSI and taking the slice priority into account.

3. 
The SON service provider collects the performance data (related to data volume, the number of registered UEs, the number of PDU sessions, … etc.), as well as data indicating changes in the network resources (e.g. from the NFV-MANO system or from the TN network) available for the NSIs, and utilizes the historical performance data collected in the past days, weeks, months, and beyond to understand the traffic patterns for the NSIs, and predictions regarding the demand for each NSI for a given time and location. This information is analysed, for example, by the MDAF, and the information may include data from NSI constituents data analytics entities, such as NWDAF, e.g., regarding the load of some network functions. 

4. 
Based on analytics reports, current situation and changes in network resource usage, and the network resource optimization targets, the SON service provider determines whether the NSIs can still be supported by the available resources. If this is not the case, the SON service provider determines how resource allocation (e.g. addition, reduction) for the NSIs needs to be adjusted.  If NSI needs to be adjusted, e.g., configure policies, scale in or out resources, the SON service provider checks the feasibility of the change requirements.

5.
If network resource optimization cannot fulfill the resource requirements and policies of all NSIs, the SON function will inform the CSP that resource requirements or slice priorities need to be changed to help solve NOP resource problems. 
6.  The CSP responds to the request with a set of adjusted resource requirements and slice priorities.

7.  The SON service provider provides the (adjusted) resource requirements and slice priority data provided by the CSP to the NSI management service provider which then initiates the provisioning of changes.
8. 
The SON service provider continues monitoring NSIs to validate the actions being taken, and may perform additional adjustments if necessary.

5.20.4
Post-conditions

The total virtual and physical resource allocation is optimized to sustain all the NSI with their current resource utilization.
5.21
Multi-aspect / multi-domain resource optimization
5.21.1
Goal

The goal is to enable joint resource optimization across multiple domains (e.g. AN, CN) among multiple network aspects including the Radio resources, virtualized network functions and network slices. 
5.21.2
Pre-conditions

A set of communication services is provided by the network to certain group (category) of the UEs. The services can be provided with or without relation to certain NSI(s).

The following functions and services are deployed and active:

 - NG-RAN, 5GC, NSI(s), 
 - The performance assurance (PM), fault supervision (FM) and provisioning (CM) services are available across different network aspects
 - The provider of Multi-Aspect Resource Optimization (MARO) 
The provisioning, assurance and supervision services provide information on the multiple aspects, the information characterized by:
 - Status details on network resources for different resource types, e.g. both physical radio resource and virtual resources

 - Information from one or multiple network slices and slice subnets

 - For each subnet/slice/infrastructure aspect, information on allocated resources and their utilization, event history (e.g. recent overload situations), history of actions taken (e.g. LB decisions, scaling of virtual resources)

5.21.3
Description

The provider of MARO is running to jointly optimize resource utilization among multiple network aspects.

The provider of MARO consumes network resource-related provisioning, assurance and supervision services on the different network aspects including Radio resources and virtual resources; the deployment environments including virtual machines or cloud instances; as well as the slices and subnets utilizing these functions. 

The provider of MARO offers management capabilities on the resource parameters configuration. 
Editor's note: The solution details for the provider of MARO (e.g. as a single MnS or a set of MnS, produced by a single MnF or a set of MnF) are FFS.
6
Potential requirements
6.1
Self-Establishment of NG-RAN and 5GC nodes, including automated Software Management

REQ-SC-1
The self-establishment functionality at the network node should be capable of self-configuration service provider discovery, mutual authentication, authorization, and registration for the service with the provider of the self-configuration service 

REQ-SC-2
The self-establishment functionality at the network node, should be capable of receiving the configuration data, and consequent self-configuration 

REQ-SC-3
The provider of the self-configuration service should be capable of supporting self-configuration service provider discovery, mutual authentication and authorization
REQ-SC-4
The provider of the self-configuration service should be capable of delivery of the configuration data to the consumer that requested the data 

6.2
Automatic Neighbour Relation (ANR) management (including automatic X2 setup)

6.3 
Automatic Neighbour Relation (ANR) optimization

REQ-ANRO-1
The ANR optimization function should be able to monitor the performance of the cells using by NG-RAN PM services.
REQ-ANRO-2
The ANR optimization function should be able to set / modify the neighbour configuration parameters in the cells using the NG-RAN Provisioning services.
REQ-ANRO-3
The ANR optimization function should be able to monitor the statistics of UE measurement results for intra-RAT neighbour relations and inter-RAT neighbour relations for NR cells.

REQ-ANRO-4
The ANR optimization function should be able to create, modify, or delete the intra-RAT and inter-RAT neighbour relations for NR cells.
6.4
PCI Configuration

PCI-OPT-CON-x The service producer of PCI optimization should have a capability to collect the information related to PCI collision or PCI confusion.
PCI-OPT-CON-y The service producer of PCI optimization should have a capability to change the PCIs of one or more NR cells.
6.5
Automatic Radio Network Configuration Data Preparation

6.6
Load Balancing Optimization 

6.7
Inter-Cell Interference (Interference coordination)

6.8
RACH Optimization (Random Access Optimisation)

REQ-RACH-1 RACH management and control function should have a capability to set the targets for RACH optimization function.
REQ-RACH-2 RACH management and control function should have a capability to collect performance measurements, such as distribution of the number of preamble UEs sent to achieve synchronization, distribution of the time needed for UEs to achieve synchronization.
REQ-RACH-3 RACH management and control function should have a capability to set and update the targets of RACH optimization function, and the ranges and values of the RACH parameters for NR cells.

REQ-RACH-4 RACH management and control function should have a capability to enable or disable the RACH optimization function.
6.9
Centralized Capacity and Coverage Optimization

REQ-CCO-1
The CCO function should be able to collect the performance indicators related to coverage and capacity, using PM management services

REQ-CCO-2
The CCO function should be able to set / modify the RAN and 5GC configuration parameters that affect coverage and capacity.
REQ-CCO-3 The CCO function (in 3GPP management system) should have a capability to collect measurements, such as RSRP, RSRQ, SINR, and RLF measurements for cells and DL SSB beams.
6.10
Performance Measurements for RACH Optimization and Capacity and Coverage Optimization

6.11
Self-healing

6.12
SON coordination

6.13
Multi-vendor Plug and Play of NFs
6.14
SON for AAS-based Deployments

6.15
Trace and MDT

6.16
Mobility Robustness Optimisation

REQ-MRO-1 MRO management and control function should have a capability to set the targets for MRO function.
REQ-MRO-2 MRO management and control function should have a capability to receive handover related performance measurements and radio link failure reports.
REQ-MRO-3 MRO management and control function should have a capability to configure the ranges of handover parameters for NR neighbour relations and EUTRAN neighbour relations.

REQ-MRO-4 MRO management and control function should have a capability to enable or disable the MRO function.
6.17
Energy Saving Management
6.18
NSI resource allocation optimization
REQ-NSI_RAO-1 3GPP management system should have a capability to collect the performance data (including data volume, the number of registered UEs, and the number of PDU sessions … etc.) for NSIs and NSI constituents.

REQ-NSI_RAO-2 NSI resource allocation optimization function should have a capability to adjust the resource allocations for the NSIs and NSI constituents.
6.19
Automatic NSI creation
REQ-ANSIC-CON-1 The service producer of automatic NSI creation should have a capability to receive the network slice related requirements to support the communication service.
REQ-ANSIC-CON-2 The service producer of automatic NSI creation should have a capability to create an NSI.
6.20
Requirements related to the service quality optimization 
REQ-SQO-1
The Performance assurance MnS for NG-RAN, 5GC and slicing, should support the capabilities to provide performance data related to the quality of communication services provided to a group (category) of UEs.

REQ-SQO-2
The provisioning MnS for NG-RAN, 5GC and slicing,  should support the capabilities allowing to set / modify the configuration parameters affecting the quality of  communication services provided to a group (category) of UEs.
7
Potential solutions
7.1
Self-establishment of non-virtualized NFs, including automated Software Management

7.2
Automatic Neighbour Relation (ANR) management (including automatic X2 setup)

7.3
PCI Configuration

7.4
Automatic Radio Network Configuration Data Preparation

7.5
Load Balancing Optimization 

7.6
Inter-Cell Interference (Interference coordination)

7.7
RACH Optimization (Random Access Optimisation)

7.8
Centralized Capacity and Coverage Optimization

7.9
Self-healing

7.10
SON coordination

7.11
Multi-vendor Plug and Play eNB connection to the network

7.12
SON for AAS-based Deployments

7.13
Trace and MDT

7.14
Mobility Robustness Optimisation

7.15
Energy Saving Management
8
Conclusion
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· S5-192425 pCR 28.861 add use case for Mobility Robustness Optimisation
· S5-192427 pCR 28.861 Add concept, usecase and requirements for Self-healing
· S5-192428 pCR 28.861 Update the concept, usecase of Self-establishment of eNodeB
· S5-192431 pCR TR 28.861 Management Data Analytics Service and SON functions
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	2019-04
	SA5#125
	S5-193498

S5-193499
S5-193500
S5-193501
S5-193543
S5-193505
S5-193502

S5-193506

S5-193544

S5-193053

S5-193509

S5-193545

S5-193511

S5-193503

S5-193514

S5-193520
	
	
	
	Update according to the meeting agreement in SA5#125:

· S5-193498 pCR to TR 28.861 Service quality optimization
· S5-193499 pCR to TR 28.861 CCO and Coordination
· S5-193500 pCR to TR 28.861 Inter-Cell Interference
· S5-193501 pCR to TR 28.861 MRO Use Case corrections
· S5-193543 pCR to TR 28.861 NSI resource allocation optimization
· S5-193505 pCR to TR 28.861 RACH Optimization
· S5-193502 pCR to TR 28.861 References fix
· S5-193506 pCR to TR 28.861 Self-establishment of the NF
· S5-193544 pCR to TR 28.861 SON in multiple domains
· S5-193053 pCR to TR 28.861 Trace and MDT
· S5-193509 pCR 28.861 add use case for automatic NSI creation
· S5-193545 pCR 28.861 add use case for beam optimization in CCO
· S5-193511 pCR 28.861 add use case of PCI configuration
· S5-193503 pCR 28.861 update the title and concept of ANR management
· S5-193514 pCR 28.861 add use case for cross-slice network resource optimization
· S5-193520 pCR 28.861 Add Multi-dimensional Resource Optimization
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